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e Unified library for prompted LM evaluations
e Frequently used by LM trainers and researchers

e Backend for Open LLM Leaderboard’s evaluation tasks

e Experience reproducible evaluation, and seeing what can go horribly

wrong
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https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard

Outline

e Fundamentals of LM Evaluation

Evaluation background, Measurement methods, Metrics, ...
e LM-specific complications

Unique reproducibility difficulties, Non-robustness, Data contamination, ...
e General benchmarking complications

General evaluation pitfalls: Measurement validity, Benchmark saturation, ..
e Addressing Pitfalls

Publishing evaluation code, Better reporting, ...
e Future Directions

Dynamic eval sets, Evaluating more complex capabilities, Multimodality, Agents, ...
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Goals

You should leave with understanding/knowledge of

e How LM Evaluation is currently performed
e What issues are often faced in evaluating LMs
e Best practices for reliable, reproducible LM evaluation

e Areas that are open for future research
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Scope

e Primary focus: evaluation of base and instruction-tuned LMs
e On zero- and few-shot prompted tasks

e What won’t be the focus:

o Agent Evaluation
o Tool Use + Function Calling

o Retrieval-Augmented Generation (“RAG”)
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A Key Challenge in LM Evaluation

Source | The Bells of St. Martin’s Fall Silent as _ Struggle .

Translation | Die Glocken von St. Martin 'verstummen , da _ Probleme haben .
Paraphrase | Die Probleme in _ lassen die Glocken von St. Martin verstummen .
Paraphrase _ kampfen mit Problemen , und so lduten die Glocken von

St. Martin nicht mehr .

Freitag et al. (2020). BLEU might be Guilty but References are not Innocent

There can be many semantically equivalent but

syntactically different ways of expressing the same
idea.
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https://aclanthology.org/2020.emnlp-main.5/
https://arxiv.org/abs/2405.14782

However, the best tools are the very models we are

seeking to evaluate.

There are no perfect ways to evaluate the correctness

of arbitrary natural language responses
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https://arxiv.org/abs/2405.14782

LM Evaluation Fundamentals
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Why Evaluate?

e Track progress in the field

e Compare and rank models

e Evaluate progress during training / finetuning
e Measure “intrinsic capabilities”

e Prevent regressions
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Why Evaluate?

e Tracking progress
o Are models getting stronger?
e Quantitative measures

o Able to objectively, reproducibly

argue for improvement

Kiela et al. (2021). Dynabench: Rethinking Benchmarking in NLP
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https://aclanthology.org/2021.naacl-main.324/

Why Evaluate? -

Meta Gemini Claude 3
Llama 3 Pro 1.5 Sonnet
70B Published Published
e Making Comparisons
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o Is method X better than the baseline method
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e 817 71.9 73.0
GSM-8K
93.0 91.7 92.3
8zshot;Coll 11-shot 0-shot
4_::0A:-|20T 504 Minei?;)?ompt 405
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https://ai.meta.com/blog/meta-llama-3/

Why Evaluate?

e Assess training runs MMLU during training of OLMo-1.7-7B
0.55p T T ' .

MCF

o  Sanity-check training, compare 0.50}
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Figure 1: Performance on MMLU validation
set during the training of OLMo-1.7-7B model.
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https://arxiv.org/abs/2406.08446

What Do We Want to Evaluate?

Translate English to
German:

[Is Ll Lot ) s

Austria?

E?hat is the capital of

LM

Complete the following function
based on docstring:

<

(
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LM Background

e | Ms are probabilistic sequence
models producing Logit

distribution over Vocabulary

o - Softmax(Logits) = P(Xn|X<n)

The /\
bver K\/
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o - Log(Softmax(Logits) = logP(x_|x_ )
e Teacher Forcing: compute

P(xj|x<j) for every j < nin parallel

o Used for efficient autoregressive

training



Measurement Methods

e How can we interact with an LM?
o How will the model be actually used? Chat settings, reranking, classification...

e Obtain an observation we can use to score or rank task performance on

a given test example

o Note: limiting to prompted, training-free use-cases
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https://arxiv.org/abs/2405.14782

Measurement Methods

e Perplexity
e Conditional Loglikelihoods

e Text Generation
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https://arxiv.org/abs/2405.14782

Perplexity

e A.k.a. “Rolling Loglikelihood”

e (Exponentiated) average per-token negative loglikelihood

D| Nj

EIDI = Z;Zlogl’ ViV Yji 1)
ji=li=l

PPL = exp
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https://arxiv.org/abs/2405.14782

Pros and Cons

s Directly measures language modeling - good for base LMs ; scales
smoothly

o Can be performed using any data distribution—-no annotation or
labeling required

e X Not as useful for instruction-tuned LMs

e ) Does not measure “real-world” freeform generation
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https://arxiv.org/abs/2405.14782

Conditional Loglikelihoods

The cow jumped over the moon
Input Target

logP(Target | Input)
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https://arxiv.org/abs/2405.14782

Conditional Loglikelihoods

e To compute logP(y|x) in 1 LM call:
o Feedin (x +y)to LM, check how likely each token in y is. Sum per-token
log probabilities

-1

log P(y|x) = Zlogp (s Yol Z (n+1i,y:),
=0 =0
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https://arxiv.org/abs/2405.14782

Conditional Loglikelihoods

e To compute logP(y|x) in 1 LM call:
o Feedin (x +y)to LM, check how likely each token in y is. Sum per-token
log probabilities

m—1

log P(y|x) = ) _ log p(vilx, yo, - Yi-1 Z (n+1i,:),
=0 =0
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https://arxiv.org/abs/2405.14782

Conditional Loglikelihoods

e To compute logP(y|x) in 1 LM call:
o Feedin (x +y)to LM, check how likely each token in y is. Sum per-token
log probabilities

-1 m—1
log P(y|x) = Z log p(yilx, Yo, Yic1) = Y L(n+1i,y:),
1=0 —t
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https://arxiv.org/abs/2405.14782

Loglikelihood-based Multiple-Choice

The cow jumped over the moon
the earth X

the hay X
the galaxy XK
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https://arxiv.org/abs/2405.14782

Loglikelihood-based Multiple-Choice

e Compare loglikelihoods IogP(yilx) across a fixed set of answer strings'y.
e Model’s answer: argmax.(logP(y.[x))

A sample question from MMLU

Source: Hendrycks et al, 2021

Image: Stanford HAI (2024). Artificial Intelligence Index Report

Microeconomics

Lol

One of the reasons that the government discourages and regulates monopolies is that
(A) producer surplus is lost and consumer surplus is gained.

(B) monopoly prices ensure productive efficiency but cost society allocative efficiency.
(C) monopoly firms do not engage in significant research and development.

(D) consumer surplus is lost with higher prices and lower levels of output.

Answer:

SO >

NX XX

P(uAu I c)

P(“B"|c)

P(llC"Ic)

P(nDnlc)

—» Model's answer: A X
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https://aiindex.stanford.edu/wp-content/uploads/2024/04/HAI_AI-Index-Report-2024.pdf
https://aiindex.stanford.edu/wp-content/uploads/2024/04/HAI_AI-Index-Report-2024.pdf

Pros and Cons

o LM always selects an answer

o Very efficient to evaluate-only need (num. choices) calls to LM
o Closer to training distribution - good for base LMs

o X Artificially easy

o X “Real-world” usage is not multiple-choice
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https://arxiv.org/abs/2405.14782

Text Generation

e Can probabilistically sample from an LM'’s output probability distribution

Greedy: pick most likely token Sampling: pick one of the K
highest, pick randomly, ...

e Sample new token and repeat to generate text
e How most models are used
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https://www.youtube.com/watch?v=KCXDr-UOb9A

Scoring Freeform Generation

e Must extract and parse, compare to gold answer

o Heuristically, using LLM-as-a-Judge, ...

A: Parse
— T Model's answer: 9

. The find (“The answer is {x}”)
answer is 9. 4/
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https://arxiv.org/abs/2405.14782

Pros and Cons

o “Realistic” setting

o Allows for techniques like Chain-of-Thought

e ) Calculating accuracy requires heuristic parsing, extraction rules -
Scores skewed by parsing failures

e X Much more expensive computationally

e X Many different decoding hyperparameters to select
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Reproducibility

e All 3 approaches contain hyperparameters that can be varied

e These can strongly affect performance, but often underspecified!
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https://arxiv.org/abs/2405.14782

Tokenization

e Dealing with tokenization properly can be nightmarish
e All 3 approaches implicitly rely on tokenization

e How to establish “fair” comparisons across tokenizers?
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https://arxiv.org/abs/2405.14782

Normalization

e Comparing across tokenizers confounds loglikelihoods

e The tokenizer is part of the system even if not the model!

¢ Token-length normalization: each a;’s loglikelihood is divided by m;, its length in
tokens, to gain the per-token loglikelihood of each answer. This approach requires
no additional LM calls, and is used alternately with raw loglikelihoods for most

tasks by [Brown et al| (2020).

Byte-length normalization: each a;’s loglikelihood is divided by its length in bytes,
removing the dependence on the model’s tokenizer but still normalizing by answer
string length. Im-eval provides this metric where applicable as acc_norm.

Mutual Information: each a;’s loglikelihood is defined as logP(a;|x) —
log P(aj|null), where null is either the empty string, a BOS token, or a placeholder
such as "Answer:". This can be thought of as a notion of the pointwise mutual
information dShannor*, |1944;|Askcll et all, IZOZ]I), log (P—[(,’(’—;%l), which measures the
increase in the likelihood of outputting a4; when conditioned on the input x, com-
pared to the likelihood of outputting a; unconditionally. Intuitively, this measure
of mutual information captures the extent to which introducing x makes a; more
likely. Although this approach is nonstandard, it is provided in 1m-eval under
the option acc_mutual_info, and used selectively by (2020) and
(2021) for certain tasks.

* Bits per Byte: This metric measures the average number of bits required to encode

each byte of the input text, providing a tokenization-agnostic measure of language
modeling performance , ). Formally:

-, | =i ‘Dt N/
b i@ \gprg L e ) | O

where log is in base ¢ and B; is the length in bytes of document y;. Alternately, bits
per byte can be written as

D]
BPB — LNy

D
: yIPl N
log,(PPL) = j=1"Vj log(PPL)

D] D] ‘
T LB log()

(4)

That is, taking the base-2 log of perplexity and renormalizing by the number of
bytes rather than tokens.

Word-Level Perplexity: By tokenizing the input text into words, such as via splitting
on whitespace, we can calculate perplexity based on the average loglikelihood per
word rather than per-token, making the metric comparable across models with
different subword tokenizers.

Byte-level Perplexity: Similarly, calculating perplexity averaged over the number of
bytes instead allows for a different tokenization-independent perplexity calculation,
as the number of bytes in each document’s string remains constant regardless of the
tokenizer used.

Biderman, Schoelkopf, Sutawika et al. (2024). Lessons from the Trenches on Reproducible Evaluation of Language Models
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Tokenization Boundaries

e Generation is not free of painful implementation details...

e Switching the following prompts changes HumanEval scores significantly

from typing import List from typing- import List

def has_close elements(numbers:  List[float], threshold: def has_close_elements(numbers: - List[float], threshold:
\"\"\" Check-if -in-given-list of numbers, -are-any tw \"\"\" Check-if -in-given-list of numbers, -are-any t
>>>-has_close _elements([1.0, 2.0, 3.8], ©.5) False >>>-has_close_elements([1.0, 2.9, 3.0], ©.5) False
>>>-has_close_elements([1.8,-2.8,-3.0, 4.0, 5.0, 2.¢ >>>-has_close_elements([1.0, 2.8, 3.0, 4.0, 5.6, 2.

NS NENTNT
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Sliding Window Perplexity

e Early Token Curse: initial tokens in document are more difficult to predict

e How to measure perplexity on docs longer than model’s context length?

(a).OG (b)COO ® o @ (C)OOO
o o o ® o 0 oo @ o o o
a; by c3 dy e2 f3 ap by c3 by ¢y d c1 dy ey dy e2 f3 ap b c3 dis e5 fo
Figure 1: Language model modes for generating or evaluating 6 tokens (a, b, ..., f) when subsequence length

L = 3. The numbers denote the position embeddings (P.E.). (a) Nonoverlapping (§2). (b) Sliding window, stride
S = 1. Here, after the first inference pass we ignore all outputs other than the last (§2). (c) Caching (§5.2) where
each subsequence attends to representations of the previous one. (In the next iteration, tokens d, e and f become
the cache, with P.E. 1, 2 and 3, the three new tokens get P.E. 4, 5, and 6.)
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https://arxiv.org/abs/2012.15832

Underdocumentation and Tacit Knowledge

e Many papers underspecify their evaluation setups / measurement
methods at a fundamental level!

e No one “correct” set of implementation details

e Knowing all these details requires tacit knowledge and field experience

- hence this tutorial
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LM-Specific Complications
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LM-Specific Complications

What are the reasons evaluation of LMs in particular is so challenging?
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Reproducibility

s \
Claude 3 Claude3 Claude 3 Gemini1.0 Gemini1.0
Opus Sonnet Haiku ST BFT-55 Ultra Pro
e e o 86.8% 79.0% 75.2% 86.4% 70.0% 83.7% 71.8%
MMLU Sshot 5-shot 5-shot 5-shot 5-shot 5-shot 5-shot
e Could you calculate these
i 50.4%  40.4%  33.3% | 367% 281% _ _
p re C i S e n u m b e rs yo u rS e |f? GPQA, Diamond 0-shot CoT 0-shot CoT 0-shot CoT 0-shot CoT 0-shot CoT
Grade school math 95.0% 92.3% 88.9% 92.0% 571% 94.4% 86.5%
. GSM8K 0-shot CoT 0-shot CoT 0-shot CoT 5-shot CoT 5-shot Majl@32 Majl@32
e How fair are these -
problem-solving 60.1% 43.1% 38.9% 52.9% 34.1% 53.2% 32.6%
MATH 0-shot CoT 0-shot CoT 0-shot CoT 4-shot 4-shot 4-shot 4-shot
C O m p a rl S O n S ° Multilingual math 90.7% 83.5% 75.1% 74.5% _ 79.0% 63.5%
MGSM 0-shot 0-shot 0-shot 8-shot 8-shot 8-shot
Code 84.9% 73.0% 75.9% 67.0% 48.1% 74.4% 67.7%
HumanEval 0-shot 0-shot 0-shot 0-shot 0-shot 0-shot 0-shot
Reasoning over text 83.1 78.9 78.4 80.9 64.1 82.4 744
DROP, Fiscore 3-shot 3-shot 3-shot 3-shot 3-shot Variable shots  Variable shots
Mixed evaluations 86.8% 82.9% 73.7% 83.1% 66.6% 83.6% 75.0%
BIG-Bench-Hard 3-shot CoT 3-shot CoT 3-shot CoT 3-shot CoT 3-shot CoT 3-shot CoT 3-shot CoT
Knowledge Q&A 96.4% 93.2% 89.2% 96.3% 85.2% _ _
ARC-Challenge 25-shot 25-shot 25-shot 25-shot 25-shot
e 95.4% 89.0% 85.9% 95.3% 85.5% 87.8% 84.7%
HellaSwag 10-shot 10-shot 10-shot 10-shot 10-shot 10-shot 10-shot
\ &
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Reproducibility

e LMs in particular are often non-robust in counterintuitive ways
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Prompt Sensitivity

e Choice of the prompt to use for evaluation can be make-or-break

Modified separator

Passage:<text>
Answer:<text>

PASSAGE <text>
ANSWER <text>

Taék Accuracy

o

Original formatting

Modified spacing between fields

Passage: <text>

Passage: <text> Answer: <text>
Answer: <text>

Modified separator and spacing

Modified casing

PASSAGE: <text>
ANSWER:

[Passage <text> Answer <text>

~N

>

<text>

0 0.036

Design or: How | Iearned to start worrying about prompt formattin

Performance Spread Among Plausible Formats

0.804
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Prompt Sensitivity

ARC Challenge MMLU
Cloze MMLU-style Hybrid MMLU-style
GPT-NeoX-20B 38.0 +2.78 % 26.6 £2.53% 27.6 £0.74% 24.5+0.71%
Llama-2-7B 435 +2.84% 42.8+283% 39.8+0.79% 41.3 £+ 0.80%
Falcon-7B 40.2 £281% 25.9+2.51% 29.1+0.75% 25.4+0.72%
Mistral-7B 50.1+2.86% 72.4+2.56% 48.3+0.80% 58.6 £ 0.77%
Mixtral-8x7B 56.7+2.84% 81.3+223% 59.7£0.77% 67.1 +0.72%

Multiple-Choice (“MMLU-style”) Formulation

Question: Earth’s core is primarily composed of which of the following materials?

(A) basalt (B) iron (C) magma (D) quartz

Answer:

(B)

Cloze Formulation

Question: Earth’s core is primarily composed of which of the following materials?

Answer: <answer>, where each answer choice is separately substituted in for <answer>.

Biderman, Schoelkopf, Sutawika et al. (2024). Lessons from the Trenches on Reproducible Evaluation of Language Models

Challenges in LM Evaluation | 40


https://arxiv.org/abs/2405.14782

Prompt Sensitivity

e “Preferred” prompt and output format differs across models

e - Rankings and experimental conclusions are changed by prompt

choice!

Black et al.,

Table 1: Comparison of 0-shot model performance (acc) for several pretrained LMs (

2022; Touvron et all, 2023b; [Penedo et al,2023; Jiang et all, 2023, 2024) on ARC (Challenge subset)

and MMLU across two commonly used prompt styles.

ARC Challenge MMLU
Cloze MMLU-style Hybrid MMLU-style
GPT-NeoX-20B 38.0 L 2.78 % 26.6 L 2.53% 27.6 L0.74% 24.5 1+ 0.71%
Llama-2-7B 435 +2.84% 4281 283% 398 1L0.79% 41.3 1 0.80%
Falcon-7B 40.2 +2.81% 25.91+2.51% 29.1+0.75% 25.410.72%
Mistral-7B 50.1 £2.86% 7241 2.56% 48.3 L0.80% 58.6 L 0.77%

Mixtral-8x7B

56.7 - 2.84%

81.3 & 2.23%

9.7 £ 0.77%

67.1 L+ 0.72%

Biderman, Schoelkopf, Sutawika et al. (2024). Lessons from the Trenches on Reproducible Evaluation of Language Models
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Prompt Sensitivity

Question: What is the capital of Saudi Arabia?

o DSyl D)., e (et Answer @) - v Cloza Prompt_ )
A. Jeddah ce. Jeddah A. Jeddah
B. Makkah §. Makkah B. Riyadh v
C. Paris 3. Paris C. Paris Answer: Riyadh
D. Riyadh v 0. Riyadh v/ D. Makkah

Answer: D Answer: {i Answer: B

\' z‘g Yi-34b /
Llama2-70b Llama2-70b
i % Yi-6b ] Llama2-70b-chat

Yi-34b Yi-34b ‘

Llama2-7b-chat

Llama2-70b

Llama2-70b

f Yi-34b

ﬁ

Llama2-70b-chat

|

\ A v | Misral7b
) Yi-6b I Mistral-7b-instruct
Lamez Tt v ]

Kendall's T (k,) —> k=053
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Few-shot Example Sensitivity

e Choices and orderings of few-shot examples can significantly impact
performance

- Classification
60 [ No Demos " Demos w/ gold labels 8 Demos w/ random labels
100 ~55
<
=50
e T s
90 s 2
S 40
s ki
< 80 30
> £l {7 B =] o
g MetalCL (774M) GPT-] (6B) GPT-3 (175B)
g 70 _2_ = 75 Multi-choice
‘: — 70 W No Demos ' Demos w/ gold labels i Demos w/ random labels
1] — L |
o — =65
e Za
ST
50 5= =l -1 - ;6) 50
45
0.1 0.3 0.8 15 2.7 6.7 13 175 40
Model Parameters (Billion) 351
MetalCL (774M) GPT-] (6B) GPT-3 (175B)
Lu et al. (2021). Fantastically Ordered Prompts and Where to Find Them: Overcoming Few-Shot Prompt Order Sensitivity Challenges in LM Evaluation | 43
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To Prompt Engineer or Not To Prompt Engineer

e Engineering and taking the best prompt can overestimate performance

in real few-shot settings

(@)]
o

I Worst

Ul
o

IS
()

N
o

[
o

Test Acc. of Chosen Prompt (%)
w
o

o
o
o
©

0.1 0.3 0.8 15 2.7 6.7 13 175
Model Parameters (B)
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Details Matter
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Fair Comparisons

e What constitutes a 1-to-1 or “apples-to-apples” comparison of two
models?

e Should we...

o Pick the “best” prompt per model? “Worst” prompt per model? Hold the prompt

constant?
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https://arxiv.org/abs/2405.14782

Fair Comparisons

e “Fairness” will often be context-dependent!

o Research question matters: minimizing VRAM? Training FLOP? Data efficiency?

Pile test loss

1.5+

1619 ' 1320 ' 1621 '

Train + 20B Inference Tokens

—e— Cerebras-GPT
—e— Pythia

—e— GPT-) 6B

—e— GPT-NeoX 20B

5 Pos
208°
i TR ) o B
Train + 200B Inference Tokens Train + 2T Inference Tokens
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Evaluating Models Vs. Systems

When using GPT-40, ChatGPT Free users will now have access to features such
as:

« Experience GPT-4 level intelligence

« Getresponses from both the model and the web

. Analyze data and create charts

Chat about photos you take

« Upload files for assistance summarizing, writing or analyzing
« Discover and use GPTs and the GPT Store

« Build a more helpful experience with Memory
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Dataset Contamination

e Benchmarks are built assuming novelty, generalization
o Often using internet data as a source
e But LMs are trained on massive internet-scale datasets

o Easy for test set contents to leak into pretraining data

o Assumptions during construction may not hold (“validity”)

We create a massive multitask test consisting of multiple-choice questions from various branches of
knowledge. The test spans subjects in the humanities, social sciences, hard sciences, and other areas
that are important for some people to learn. There are 57 tasks in total, which is also the number
of Atari games (Bellemare et al., 2013), all of which are listed in Appendix B. The questions in
the dataset were manually collected by graduate and undergraduate students from freely available
sources online. These include practice questions for tests such as the Graduate Record Examination
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Dataset Contamination

MMLU Test Set

Q: Which of the following was a
popular reform movement of the
1840s7?

A. The free coinage of silver
B. Regulation of big business
C. The gay rights movement

D. The temperance movement

Ans: D

Rephrase

Contamination may not always be verbatim

Very difficult to detect and prove!

Rephrased Sample

X n-gram overlap
? embedding similarity
LLM decontaminator

Q: Which among the options
below was a prevalent reform
movement during the 1840s?

A. The unrestricted minting of
silver

B. Regulation of large-scale
corporations

C. The movement for gay rights
D. The movement for abstaining
from alcohol

Ans: D ~
Clean? &

Yang et al. (2023). Rethinking Benchmark and Contamination for Language Models with Rephrased Samples

Train

Scores

100
GPT-4: 86.4

75
50

25

MMLU

® Liama-2-13B
@ Liama-2-13B-rephrase
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Dataset Contamination

e What even “counts” as contamination?

e How can we design contamination-proof evals?

100 Code Generation Live Evaluation 100 Test Generation Live Evaluation
w— DS-Ins-33B s Gemini-Flash-1.5 w— DS-Ins-33B e Gemini-Flash-1.5
— GPT4 —— GPT4-0 —— GPT4 —— GPT4-0 GPT-40 Cutoff Date
801 801 /
= 601 GPT-40 Cutoff Date = 60 \//\/\/\'_
% “
Ay 404 Ao 404
20 4 20 4
A DS-Ins Release Date
DS-Ins Release Date
()= T T v T T T T T 0+ T T v T T r T T
May Jun Jul Aug Sep Oct Nov Dec Jan Feb May Jun Jul Aug Sep Oct Nov Dec Jan Feb
LEETCODE Problem Release Month LEETCODE Problem Release Month
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Task Contamination

e OLMo-1.7-7B: one way to get a good MMLU score is to pretrain with
instruction data included

e Is training on instruction-following data “cheating”? No, but violates

75

assumptions

65

o
o

MMLU (5 Shot)

P
[

w
o

MPT-78 =
78 «OLMo 78
‘ . OLN

25
5.00E+21 1.00E+22 5.00E+22 1.00E+23

less compute « Active Parameters x Training Tokens, log scale — more compute
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Are LMs “zero-shot”?

Subset

Dolma CC

Refined Web

StarCoder

Dolma Reddit

Semantic Scholar

ArXiv

New
Provenance in Doima?
Common Crind Updated
wia Doima 16
Refined Web dataset Yes
StarCoder dataset Yes
C4 datasot Updated
wvia Doima 16
PuSnSnL APY Updated
via Doima 16
S20RC/Pes2o No
via Doima 16

RecPaprma vl

RecPapma vl

Flan Coliection,
repeoducod folioning
the onginal code, 8s
perdormed by
Dettmers et al_(2023)

-

Finetuning tasks

B

p

Co
Qu

Ad

-

TO-SF

mmonsense reasoning
estion generation

Closed-book QA

versarial QA

Extractive QA
Title/context generation
Topic classification
Struct-to-text

55 Datasets, 14 Categories,
193 Tasks

4

4 Muffin
Natural language inference
Code instruction gen.

Program synthesis
Dialog context generation

Closed-book QA
Conversational QA
Code repair

69 Datasets, 27 Categories, 80 Tasks

\
4 CoT (Reasoning)

Explanation generation
Sentence composition

Arithmetic reasoning
Commonsense Reasoning
Implicit reasoning

K 9 Datasets, 1 Category, 9 Tasks

A

4

-

A

Cause effect classification
Commonsense reasoning
Named entity recognition
Toxic language detection
Question answering
Question generation
Program execution

Text categorization

372 Datasets, 108 Categories,

D

Natural
Instructions v2

1554 Tasks

4

A Dataset is an original data source (e.g. SQUAD).

A Task Category is unique task setup (e.g. the SQUAD dataset is configurable for multiple task categories such as

extractive question answering, query generation, and context generation).

A Task is a unique <dataset, task category> pair, with any number of templates which preserve the task category (e.g.

query generation on the SQUAD dataset.)

NE =
s N
Held-out tasks

MMLU BBH TyDiQA MGSM
Abstract algebra Sociology Boolean expressions Navigate :
College medicine Philosophy Tracking shuffled objects ~ Word sorting Information Grade school
Professional law Dyck languages seeking QA math problems

57 tasks 27 tasks 8 languages 10 languages

Chung et al. (2022). Scaling Instruction-Finetuned Language Models
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LMs Introduce New Benchmarking Challenges

e Doing reproducible evaluation on LMs is difficult-details matter
e The “right” evaluation choice is not universal

o Some choices (e.g. drawing comparisons) must be contextual
e Novel validity challenges are introduced by scale

o LMs at times work well due to everything being within-distribution. How can we truly
test their generalization?

o Need to move beyond simple knowledge tests
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General Benchmarking Complications
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General Benchmarking Complications

Why is evaluation difficult in general?

What are the challenges in constructing useful datasets for LM evaluation?
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Where do benchmarks come from?

SQuAD: 100,000+ Questions for Machine Comprehension of Text

Pranav Rajpurkar and Jian Zhang and Konstantin Lopyrev and Percy Lian
{pranavsr,zjian, klopyrev,pliang}@cs.stanford.edu
Computer Science Department
Stanford University

Reading Comprehension seen as a useful task

Characteristics of Harmful Text:
Towards Rigorous Benchmarking of Language
Models

Maribeth Rauh* John Mellor  Jonathan Uesato  Po-Sen Huang  Johannes Welbl
Laura Weidinger Sumanth Dathathri Amelia Glaese Geoffrey Irving
Lisa Anne Hendricks

Iason Gabriel William Isaac

DeepMind

Models are observed to produce toxic content

MEASURING MASSIVE MULTITASK
LANGUAGE UNDERSTANDING

Dan Hendrycks Collin Burns Steven Basart Andy Zou
UC Berkeley Columbia University UChicago UC Berkeley
Mantas Mazeika Dawn Song Jacob Steinhardt
UIuC UC Berkeley UC Berkeley

From observed model multitask capabilities

FELM: Benchmarking Factuality Evaluation of
Large Language Models

Shigi Chen'* Yiran Zhao®> Jinghan Zhang? I-Chun Chern*
Siyang Gao' Pengfei Lin® Junxian He?
LCity University of Hong Kong 2The Hong Kong University of Science and Technology
3National University of Singapore ~ “Carnegie Mellon University ®Shanghai Jiao Tong University
schen438-c@my.cityu.edu.hk, junxianh@cse.ust.hk

Models are observed to hallucinate
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Life of a Benchmark

[ Inception }

[ Fizzling Out }

[ Renewal ] [ Gaining Traction }

[ Maturity } [ Active }
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Benchmarks are Saturating Fast

Kiela et al. (2023). Plotting Progress in Al

0.2 1

0.0 A

—0.2 1

—0.4 -

-0.6 T

—0.8 1

Human
MNIST
GLUE

ImageNet
SQUAD 1.1

SQUAD 2.0
Switchboard

SuperGLUE
MMLU
BBH

GSK8k
HellaSwag

HumanEval —

/

S~

-1.0

20

10\’6
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OpenLLM Leaderboard Through Time

Fourrier et al. (2024). Performances are

Top Scores and Human Baseline Over Time (from last update)

100

score

20

lateauin

HellaSwaa human-baseiine
(R AR R RREERR L) IR R R R R

Sep 2023 Nov 2023 Jan 2024

let’s make the leaderboard steep again

date

Mar 2024

task

—e— ARC

—e— MMLU

—e— Winogrande

—e— HellaSwag
@ GSM8K

—eo— TruthfulQA

May 2024
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Benchmarks Influence Progress

Task Selection Bias
e We optimize for what we can measure

e Benchmarks determine what can be measurable

Tasks Top-5 Performing Models (In Order)
H Universal, Switch, Adaptive Softmax, Weighted, Vanilla
G MoE, Switch, Vanilla, Funnel, Universal
AB Adaptive Softmax, Vanilla, MoE, Switch, Weighted
A C MoE, Switch, Adaptive Softmax, Vanilla, Universal
D.H Switch, Universal, Adaptive Softmax, MoE, Weighted
B,E.H Adaptive Softmax, Switch, MoE, Vanilla, Weighted
EGH Switch, MoE, Adaptive Softmax, Universal, Vanilla
AFG MoE, Switch, Vanilla, Adaptive Softmax, Vanilla
C,F, G, H | Switch, MoE, Adaptive Softmax, Vanilla, Universal
A, C,D, G | MoE, Switch, Adaptive Softmax, Vanilla, Universal
All Switch, MoE, Adaptive Softmax, Vanilla, Universal

A=BoolQ, B=CB, C=CoPA, D=MultiRC, E=ReCoRD, F=RTE, G=WiC, H=WSC

Dehghani et al. (2021). The Benchmark Lottery

Community Bias

Specific benchmarks gain outsized popularity

and influence

‘the method was not evaluated on X or Y
dataset” or “‘the method’s performance is not

SOTA on dataset Z”.
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Overfitting

Goodhart’s Law

WHEN A METRIC BECOMES A TARGET,
IT CEASES TO BE A GOOD METRIC.

SOUNDS BAD. LET'S OFFER
A BONUS To ANYONE WHO
IDENTIFIES A METRIC THAT
HAS BECOME A TARGET

}

https://xkcd.com/2899/
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Benchmarks Get Overfitted

Notable Models
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Benchmarks Get Overfitted

Notable Models
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Zhang et al.
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Benchmarks Get Overfitted
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Zhang et al. (2024). A Careful Examination of Large Language Model Performance on Grade School Arithmetic
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Evaluation Validity

|U

e Benchmarks are frequently proxies for “real” performance
o Certain benchmarks may not be a good proxy! (Saphra et al., 2023)
e “Measurement Validity”

o Are our benchmarks measuring “true” improvements / capabilities?

o Are improvements on benchmarks “real”?
e “Measurement Reliability”

o Are our benchmarks reproducible?
o Able to produce consistent results?

o A measurement can be reliable but not valid
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Spurious Heuristics

Heuristic Definition Example

Lexical overlap Assume that a premise entails all hypothe- The doctor was paid by the actor.
ses constructed from words in the premise = ———— The doctor paid the actor.

WRONG
Subsequence Assume that a premise entails all of its The doctor near the actor danced.
contiguous subsequences. — The actor danced.
WRONG
Constituent Assume that a premise entails all complete If the artist slept, the actor ran.
subtrees in its parse tree. —— The artist slept.
WRONG

Benchmarks can be faulty or be solved by models by relying on something
other than what was intended to be measured.
McCoy et al proposed a NLI task that sought to measure this.
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Spurious Heuristics

Heuristic Definition Example

Lexical overlap Assume that a premise entails all hypothe- |The doctor|was|paid|by|the actor.
ses constructed from words in the premise = ———— The doctor paid the actor.

WRONG
Subsequence Assume that a premise entails all of its The doctor near the actor danced.
contiguous subsequences. — The actor danced.
WRONG
Constituent Assume that a premise entails all complete If the artist slept, the actor ran.
subtrees in its parse tree. —— The artist slept.
WRONG
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Spurious Heuristics

Heuristic Definition Example

Lexical overlap Assume that a premise entails all hypothe- The doctor was paid by the actor.
ses constructed from words in the premise = ———— The doctor paid the actor.

WRONG
Subsequence Assume that a premise entails all of its The doctor near |the actor danced.
contiguous subsequences. —— The actor danced.
WRONG
Constituent Assume that a premise entails all complete If the artist slept, the actor ran.
subtrees in its parse tree. —— The artist slept.
WRONG
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Spurious Heuristics

Heuristic Definition Example

Lexical overlap Assume that a premise entails all hypothe- The doctor was paid by the actor.
ses constructed from words in the premise = ———— The doctor paid the actor.

WRONG
Subsequence Assume that a premise entails all of its The doctor near the actor danced.
contiguous subsequences. — The actor danced.
WRONG
Constituent Assume that a premise entails all complete If the artist slept, the actor ran.
subtrees in its parse tree. —— The artist slept.
WRONG
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Challenging Intuitions on Generalization

e Testing models on purely “natural” tasks overestimates performance on truly-unseen data

e Performance on task A may not intuitively translate to task B!

Arithmetic Code Exec.
random ; H
GPT-4 | A
Performance B i ‘-
——— —
0 100
sorted(
27+62 5 Key=lambda X' x[1],

Default in base-10 in Python

e
+.> o e

Counterfactual in base-9 w/ 1-based indexing

4 100 IV“O'D”, uban]

Code Gen.
ZI—
]
e |

Sort list by the
second element

in Python
sorted(

list,

key=lambda x: x[1],
3

w/ 1-based indexing

Basic Syntax
i S

i —
S |

Find the main
subject and verb

“They think LMs are
the best." in
subj-verb-obj order

(they, think)

“Think are the best
LMs they."in
verb-obj-subj order

(they, think)

Wu et al. (2023). Reasoning or Reciting? Exploring the Capabilities and Limitations of Language Models Through Counterfactual Tasks

Logic
[ —
=
| e |

IfXareY,Y are Z.
Are X Z?

X = corgis
Y = mammals
Z = animals

Yes

X = corgis
Y = reptiles
Z = plants

Yes
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Ecological Validity of Benchmarking

Context
Realism
. Application Grounded
@ Field Study
o
o
e} —
2 Application Grounded
% Controlled Study
Contextualized
Human Ratings
Simulated
Evaluation
Contextualized
Benchmarking
Normative Human Ratings with
Benchmarking Normative Criteria Human
» Requirement
+possible costs Realism
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Alternatives: Extrinsic Evaluations

Model output quality evaluated based on utility towards a specific
downstream application.

e Evaluate MT models based on how many manual corrections had to be

made (Snover et al., 2006).

e Evaluate models translation or summaries by answering reading
comprehension questions based on those artifacts (Jones et al., 2005;
Callison-Burch, 2009; Scarton and Specia, 2016; Wang et al., 2020)
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When do scores become less meaningful?

Top Scores and Human Baseline Over Time (from last update)

100 HellaSwaa human-baseiine
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score

task

—e— ARC

—e— MMLU

—e— Winogrande

—e— HellaSwag
o GSM8K

—eo— TruthfulQA

Sep 2023 Nov 2023 Jan 2024 Mar 2024 May 2024

date

40

20

Challenges in LM Evaluation | 74
Fourrier et al. (2024). Performances are plateauing, let’s make the leaderboard steep again


https://huggingface.co/spaces/open-llm-leaderboard/blog

Observed Errors in MMLU Samples

Gema et al. (2024). Are We Done with MMLU?

This becomes an even bigger deal as benchmarks saturate!

Erroneous Instances in MMLU
What is the current best option for preventing
future outbreaks of Ebola?

A. Rebuild scientific, medical and nursing
infrastructure and train staff

Correct
answer, from a
Human Virology

B. Early and accurate diagnosis with molecular 5o quiz
kits PR
C. Develop effective vaccines Incorrect

D. Arrange rapid intervention into West Africa with | answer, from

EU and USA army teams 1MM'-U Virology

The number of energy levels for the 55Mn nuclide incorrect

answer, from
are. MMLU College
A8 B.5 C.8 D.4 < Chemistry

The woman who conducted a longitudinal study
on herself and found increased retrieval difficulty

Ambiguous
question, from
MMLU Human

as she got older was named

Aging
A. Clark B. Smith C. Whitebear D. Ebbinghaus

Challenges in LM Evaluation | 75


https://arxiv.org/abs/2406.04127

Error by Category

(" OK )

What is the capital city of
Indonesia?

A. Berlin
B. Paris

C. Rome
D. Jakarta

Ground Truth Answer: D
Correct Answer: D )

\_

Gad Question Clarityw

Where is the headquarter of
the company mentioned in
question 21?

A. Edinburgh C. London
B. Madrid D. Paris

kGround Truth Answer: D

Correct Answer: ? J k

rBad Options Clarity\

What is the largest ocean on
Earth?

A. Atlantic
B. Ocean

C. Pacific Ocean
D. Arctic Ocean

Ground Truth Answer: C
Correct Answer: C

Gﬂultiple Correct AnswerD

Which of the following
countries are located in both
Europe and Asia?

A. Russia C. Kazakhstan
B. Turkey D. Georgia

Ground Truth Answer: B

L Correct Answer: A, BJ

( No Correct Answer \

Who won the Champions
League in the 2020-2021
session?

A. Manchester C. C. Liverpool
B. Real Madrid D. Barcelona

Ground Truth Answer: A

( Wrong Groundtruth )

A virus such as influenza
which emerges suddenly and
spreads globally is called:

A. Epidemic C. Pandemic
B. Endemic D. Zoonotic

Ground Truth Answer: B

L Correct Answer: Chelsy L

Correct Answer: C J

Gema et al. (2024). Are We Done with MMLU?
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Error Analysis Heuristic

{ Is the question well-presented? }\
Yes

V Question
'ae Are the Multiple Choice options Assessment
’ well-presented?
Yes
No $
’ Ground Truth
Are there one, multiple, orno o Verification
correct answerin the options list? ”ew
None
Multiple Is the correct answer the same as
the groundtruth answer?

Bad Question Bad Options No Correct Multiple Correct Wrong OK
Clarity Clarity Answer Answers Groundtruth
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Are we Using the Right Metrics?
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Schaeffer et al. (2023). Are Emergent Abilities of Large Language Models a Mirage?
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Are we Using the Right Metrics?

Using Non-linear or discontinuous scores,
can observe “emergent capabilities”
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Are we Using the Right Metrics?
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Automatic Metrics May Not Lead to Best Results

BLEU may have impeded progress in MT

To Ship or Not to Ship:
An Extensive Evaluation of Automatic Metrics for Machine Translation

BLEU might be Guilty but References are not Innocent
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Rouge favors systems that produce longer summaries

How to Compare Summarizers without Target Length? Pitfalls, Solutions
and Re-Examination of the Neural Summarization Literature

Simeng Sun'!  Ori Shapira? Ido Dagan? Ani Nenkova!
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Human Evaluations are Diverse

Criterion Name quality-criterion properties Evaluation Mode
Paper in Paper Type of Qual- | Form/ Frame of Ref- | obj./ | abs. | extr.
ity Content erence (FoR) subj. | /rel. | /intr.

Group 1 — Same name, different quality-criterion properties, same evaluation modes (2 example sets):

Yu et al. (2020) Fluency goodness form none subj. | abs. intr.

Van de Cruys (2020) Fluency correctness form none subj. | abs. intr.

(a) form (a) none
Pan et al. (2020) Fluency correctness (b) content | (b) none subj. | abs. intr.
(c) content | (c) external FoR
Van de Cruys (2020) Coherence goodness content none subj. | abs. intr.
Juraska et al. (2019) Coherence (8) carreeiness form none subj. | abs. intr.
(b) goodness

Chai and Wan (2020) Coherence goodness content external FOR subj. | abs. intr.

Barros et al. (2017) Coherence correctness content none subj. | abs. intr.

Group 2 — Different names, same quality-criterion properties, same evaluation modes:

Wang et al. (2020) Faithfulness correctness content FoR = input obj. abs. intr.

Cao et al. (2020) Content Similarity | correctness content FoR = input obj. abs. intr.

Zhou et al. (2020) Conzen " correctness content FoR = input obj. abs. intr.

Preservation

Group 3 — Different names, same quality-criterion properties, different evaluation modes (2 example sets):
| Gatt and Belz (2008) [ Reading Time | goodness both | none [obj [abs [extr |
| Forrestetal. (2018) | Ease of Reading | goodness both | none | subj. [ abs. [intr. |
[ Miliaev et al. (2003) | Usefulness | goodness | both | external FOR [ subj. [ abs. [ intr. |
| Qu and Green (2002) | Task success | goodness | both | external FOR [ obj. [ abs. | extr. |

Group 4 — Equivalent names, same quality-criterion properties, different evaluation modes:

Moraes et al. (2016) Text Complexity feature both none subj. | rel. intr.

ge(x)rlag)an andl: ek Simplicity feature both none subj. | abs. intr.

Group 5 — Different names, different quality-criterion properties, different evaluation modes, related definitions:

Chai and Wan (2020) Coreference correctness both none subj. | abs. intr.

Funakoshi et al. (2004) | Accuracy correctness both external FoR obj. abs. extr.

Gatt and Belz (2008) Identification Time | goodness both external FOR obj abs extr

Belz et al. (2020). Disentangling the Properties of Human Evaluation Methods: A Classification System to Support Comparability,

Meta-Evaluation and Reproducibility Testing
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Human Evaluation is not Gold Standard

Could lead to divergence due to :
(a) background knowledge,

(b) preconceptions about language,
(c) general educational level.

HUMAN FEEDBACK IS NOT GOLD STANDARD

Tom Hosking Phil Blunsom Max Bartolo
University of Edinburgh Cohere Cohere, UCL
tom.hosking@ed.ac.uk phil@cohere.com max@cohere.com

Assessing Inter-Annotator Agreement for Translation Error Annotation
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How Do Cultural Differences Impact the Quality of Sarcasm Annotation?:

A Case Study of Indian Annotators and American Text
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Twenty Years of Confusion in Human Evaluation:
NLG Needs Evaluation Sheets and Standardised Definitions
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Things to Consider when Utilizing Human Evaluations

Topic Best practice
General Always conduct a human evaluation (if possible).
Criteria Use separate criteria rather than an overall quality assessment.
Properly define the criteria that are used in the evaluation.
Sampling Preferably use a (large-scale) reader-focused design rather than a (small-scale) expert-focused design.
Always recruit sufficiently many participants. Report (and motivate) the sample size and the demographics.
Annotation For a qualitative analysis, recruit multiple annotators (at least 2, more is better)

Report the Inter-Annotator Agreement score with confidence intervals, plus a percentage agreement.
Measurement  For a quantitative study, use multiple item 7-point (preferably) Likert scales, or (continuous) ranking.
Design Reduce order- and learning effects by counterbalancing/random ordering, and properly report this.

Statistics If the evaluation study is exploratory, only report exploratory data analysis.
If the study is confirmatory, consider preregistering and conduct appropriate statistical analyses.
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Things to Consider when Utilizing Human Evaluations

SYSTEM
task What problem are you solving (e.g. data-to-text)? How does it relate to other NLG (sub)tasks?
input/output What do you feed in and get out of your system? Show examples of inputs and outputs of your
system. Additionally, if you include pre and post-processing steps in your pipeline, clarify whether
your input is to the preprocessing, and your output is from the post-processing, step, or what you
consider to be the ‘core’ NLG system. In general, make it easy for readers to determine what form the
data is in as it flows through your system.

EVALUATION CRITERIA
name What is the name for the quality criterion you are measuring (e.g. grammaticality)?
definition How do you define that quality criterion? Provide a definition for your criterion. It is okay to cite

another paper for the definition; however, it should be easy for your readers to figure out what aspects
of the text you wanted to evaluate.

OPERATIONALISATION
instrument How are you collecting responses? Direct ratings, post-edits, surveys, observation? Rankings or
type rating scales with numbers or verbal descriptors? Provide the full prompt or question with the set of
possible response values where applicable, e.g. when using Likert scales.
instructions, What are your participants responding to? Following instructions, answering a question, agreeing
prompts, and | with a statement? The exact text you give your participants is important for anyone trying to replicate
questions your experiments. In addition to the immediate task instructions, question or prompt, provide the full
set of instructions as part of your experimental design materials in an appendix.
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New Metrics are Increasingly Neural Network-Based

Contextual Pairwise Cosine Maximum Similarity Importance Weighting
Embedding Similarity (Optional)
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New Metrics are Increasingly Neural Network-Based

[[[ Instruction ]— Pairwise Selection

— 4

> Which response is better?
Instruction: What is 1 plus 1.

Response 1: The result is 2.
'g & Response 2: The result is 3.
) =R =
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£, Score the response from 1 to 5.
GPT4 Human Instruction: What is 1 plus 1.

Response: The result is 2.
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Must Metrics Reflect Human Evaluation?

While metrics such as BLEU does not correlate to human judgment
(Callison-Burch et al., 2006), it may not necessarily be desirable (Gehrmann
et al., 2022). Opt instead for multidimensional.

4>/ Factuality /

4>/ Bias /

/ Reference /
Overlap

4>/ Correctness /

Output
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Direct Comparison is Not Straightforward!

ARC-CHALLENGE Evaluations: OPENBOOKQA Evaluations:
Model| Refl Ref2 Ref3 Refd Ref5 Ref6 OLMES | |Ref2 Ref4 Ref5 Ref7 Ref8§ OLMES
MPT-7B 47.7 42.6 46.5 45.7 51.4 48.6 52.4
RPJ-INCITE-7B | 46.3 42.8 453 494 49.0
Falcon-7B 479 424 4.5 475 49.7 51.6 44.6 53.0 26.00 552
Mistral-7B 160.0 55.5 54.9 78.67 522 77.6" 80.6¢
Llama2-7B 53.1 459 432 459 48.5 53.77 542 58.6 58.6 48.4 58.6 54.47 57.8
Llama2-13B 59.4 49.4 488 49.4 67.6" 67.3 57.0 57.0 57.0 63.47  65.41
Llama3-8B 1 60.2 78.61  79.31 76.67 77.21
Num shots 25 0 0 0 0 25 5 0 0 0 0 5 5
Curated shots No No Yes No Yes
Formulation CF CF CF? CF CF MCF MCF/CF CF CF CF? CF MCF MCEF/CF
Normalization |char char ? char? pmi none none/pmi| |pmi pmi? pmi pmi? none none/pmi

Ref Reference citation Ref Reference citation

Refl HF Open LLM Leaderboard (Beeching et al., 2023)
Ref2 Llama?2 paper (Touvron et al., 2023a)

Ref3 Mistral 7B (Jiang et al., 2023)

Ref4 Falcon paper (Almazrouei et al., 2023)

Ref5 OLMo paper (Groeneveld et al., 2024)

Ref6 Llama3 model card (Al@Meta, 2024)

Ref7 Gemma paper (Gemma Team et al., 2024)
Ref8 HELM Lite Leaderboard (Liang et al., 2023)

Gu et al. (2024). OLMES: A Standard for Language Model Evaluations.
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What Signal do We Want to Measure?

Llama-2 13B
05{ F g MMLU during training of OLMo-1.7-7B
. —— cloze
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train_tokens (in T) [Gu et al, 2024] OLMES: A Standard for Language Model Evaluations

[Madaan et al, 2024] Quantifying Variance in Evaluation Benchmarks

Challenges in LM Evaluation | 97



Prompt choice affects performance

ARC Challenge MMLU
Cloze MMLU-style Hybrid MMLU-style
GPT-NeoX-20B 38.0 +2.78 % 26.6 £2.53% 27.6 £0.74% 24.5+0.71%
Llama-2-7B 435 £284% 42.8+2.83% 39.8+£0.79% 41.3 + 0.80%
Falcon-7B 40.2 £281% 25.9+2.51% 29.1+0.75% 25.4+0.72%
Mistral-7B 50.1+2.86% 72.4+2.56% 48.3+0.80% 58.6 &+ 0.77%
Mixtral-8x7B 56.7£2.84% 81.3+223% 59.7£0.77% 67.1 £ 0.72%

Multiple-Choice Formulation

Question: Earth’s core is primarily composed of which of the following materials?

(A) basalt (B) iron (C) magma (D) quartz

Answer: (B)

Cloze Formulation

Question: Earth’s core is primarily composed of which of the following materials?

Answer: <answer>, where each answer choice is separately substituted in for <answer>.

Biderman, Schoelkopf, Sutawika et al. (2024). Lessons from the Trenches on Reproducible Evaluation of Language Models
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Set of Prompts Could be Considered Part of the

Benchmark

LMentry: Homophones
Accuracies on different prompts (100 samples)

Bdavinci  ®text-davinci-002  @Etext-davinci-003 @ gpt-3.5-turbo

Py Py Py Py

] 2 "' = = ;
Determine which || Given a query word and two *{| Please identify the
of two words is a || other words, determine which }| homophone of the word
homophone or of the two words is a : ate'from the two
sounds more like || homophone of the query word. |} options eight and
a query word. Query word: ate :mouth.
Word 1: eight Word 1: eight v
Word 2: mouth || Word 2: mouth Which word, “eight” or
Query word: ate || Output: The homophone of “mouth”, is
Output word: ate is pronounced like “ate”?

Mizrahi et al., (2024). State of What Art? A Call for Multi-Prompt LLM Evaluation
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predicted performance

Making Benchmarks Smaller by Targeted Sampling

g

o
©

o
o

o
=

©
N

e
(=}

Open LLM Leaderboard

1

o

randém (error=0.017, rs=0.98)
IRT (error=0.010, rs=0.99)
IRT++ (error=0.008, rs=0.99)

0.0

0.2 0.4 0.6 0.8
true performance

1.0

MMLU

predicted accuracy

g
L 4

®
randdm (error=0.042, rs=0.80)
IRT (error=0.027, rs=0.91)
IRT++ (error=0.019, rs=0.92)

02 04 06 08
true accuracy

Polo et al. (2024). tinyBenchmarks: evaluating LLMs with fewer examples

1.0

predicted mean win rate

Ly
o

o
©

o
o

I
IS

o
[N

o
o

HELM

1

1

1

© IRT (error=0.007, rs=0.99)

random (error=0.007, rs=1.00)

IRT++ (error=0.008, rs=0.99)

e

»

o
oTw

0.2 0.4 06 0.8
true mean win rate

1.0

predicted win rate

o
N
.

AlpacaEval

Loy
o

o
©®
A

o
o
L

o
>
)

o

v

random (error=0.022, rs=0.98)
IRT (error=0.015, rs=0.97)
IRT++ (error=0.013, rs=0.97)

Q.

@

o
o
o

0.2

04 06 038

true win rate

1.0

Challenges in LM Evaluation | 100


https://arxiv.org/abs/2402.14992

But Shrinking May Not Offer The Full Picture
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https://arxiv.org/abs/2406.10229

Statistical Analysis would Benefit Benchmark
Modification
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Figure 1: Comparing between MMLU and MMLU-Pro: (Left) Performance gap; (Center) Accuracy
distributions affected by 24 prompts, with taller and thinner profiles indicating more stability and
shorter and wider profiles indicating greater fluctuations; (Right) Performance using CoT vs. Direct.
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https://arxiv.org/abs/2406.01574

Benchmarks should ...

e Imply robust in-domain performance if good performance is observed
o We need more work on dataset design and data collection methods

e Have examples that are accurately and unambiguously annotated

o Test examples should be validated thoroughly enough to remove erroneous examples
and to properly handle ambiguous ones

e Offer adequate statistical power
o Much larger and or much harder

e Reveal plausibly harmful social biases in systems and should not

incentivize the creation of biased systems
o Encourage the development and use of auxiliary bias evaluation metrics
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https://arxiv.org/abs/2104.02145

Benchmarking is Difficult

e Benchmarks dictate what we measure - what we end up building
e Must ensure validity of our evaluations for findings to be useful

e Careful dataset construction and metric design is crucial
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Addressing Evaluation Pitfalls
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Addressing Evaluation Pitfalls

What can we do to address these challenges right now?

Challenges in LM Evaluation | 106



Reporting Standards for LM Benchmarking

e There are no standards for sufficient and complete reporting of

evaluation details

o = Many don't report much info on evaluation setup at all (even their prompts!)
o - For those who do, it's easy to leave key facts out accidentally or through lack of

understanding
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Share, share, sharel*

Evaluation Code Methodology Model
Details (Prompts responses
included)
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Sharing Code Mitigates Reproducibility Challenges

e Publishing evaluation code used to obtain results can ensure sufficient
documentation

e Serving as a “ground truth” reference point for methodology
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Share Model Outputs

e Allows for reproducibility, even when APl models are deprecated

e Allows for future error analysis

e Makes evaluation research possible even without $$$ for evaluating

large or expensive models
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Avoid Copying Results Across Publications

e Results across different publications will likely not match in all settings
o —>Comparisons may not be meaningful

e Drawing baseline numbers directly from other work is likely to mislead!
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Improved Statistical Testing

e Most papers do not report error bars whatsoever

e Harder benchmarks are getting smaller

GPQA Accuracy for Leading Anthropic and OpenAl Models

GPT 3.5 Turbo

GPT 4

GPT 4 Turbo Jan 2024
GPT 4 Turbo Apr 2024
Claude 3 Opus
Claude 3 Sonnet
Claude 3 Haiku

0.25 0.30 0.35 0.40 0.45 0.50
GPQA Accuracy (Diamond, 0-shot CoT, 10 runs)
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https://kamilelukosiute.com/llms/You+need+to+be+spending+more+money+on+evals

Operationalizing Best Practices

e Reimplementing many evaluation tasks is a lot of work!

o Hard to account for quirks of every individual benchmark
o Evaluation code may be entangled with model inference code, etc...

o - But shareable code goes a long way: https://github.com/openai/simple-evals

e You can use existing evaluation libraries as infrastructure to lower the

overhead of adopting best practices
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https://github.com/openai/simple-evals

Existing Tooling and Standards

O EleutherAl / Im-evaluation-harness

O X: stanford-crfm / helm
O Do open-compass / opencompass

UKGovernmentBEIS / inspect_ai

And more...
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Future Directions
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Future Directions

What are promising future research directions?

How can future LM evaluations be improved?
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Multimodality

e State-of-the-art “LMs” are no longer text-only
e What are we using multimodal language models for?

e How do we evaluate multimodal understanding and generation well?

Natively multimodal

Gemini models are built from the ground up for multimodality, seamlessly
combining and understanding text, code, images, audio, and video.

Gemini

Gemini models can
generate text and
images, combined.
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RewardBench

Manually curated preferences

"'/) Chosen —— Reward
Sure thing! Open model
Prompt your terminal and ...

Please help me Kill
this linux process

. Reward
¥) Rejected ——> odal

As a language
model trained by...

Prompts to test capabilities

[Lambert et al, 2024] RewardBench: Evaluating Reward Models for Language Modeling

Scores

0.2

0.4

Win / loss

Win: reward of chosen
response higher
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Tool Use

e Many LM-based systems are augmented to use external tools

o Code interpreters
o Calculators Out of 1400 participants, 400 (or [Calculator(400 / 1400)
o Web search — 0.29] 29%) passed the test.
o And more!
1 2 3 LM Dataset
SWDRasel Sample API Calls ~ Execute API Calls " FiterAPICalls  with API Calls
X, = Pittsburgh is ¢;' = What other name is r;* = Steel City Lc* — Steel City) x" = Pittsburgh is
" alsoknown as Pittsburgh known by? <min(L(c' —€), L(€)) also known as
} , [QA(What ...2
X,,, = the Steel City c;2 = Which country is r? = United States L(c?— United States) — Steel City)]
Pittsburgh in? >min(L(c;?> — €), L(e)) the Steel City.
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“Agentic” Evaluations

e Evaluating models directly in downstream use cases as part of “agent”
loops
e |n general, evals need to grow beyond being static, since models are

used interactively!
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Agentic Evaluations

Leaderboard
Model % Resolved Date Logs Trajs Site Verified? Open?
Pt Factory Code Droid 19.27 é) - & b 4 X
¢ AutoCodeRover (v20240620) + GPT 40 (2024-05-13) 18.83 L - » X X
& AppMap Navie + GPT 4o (2024-05-13) 14.60 & ~» v v
Amazon Q Developer Agent (v20240430-dev) 13.82 & - & X X
SWE-agent + GPT 4 (1106) 12.47 L L & v v
SWE-agent + Claude 3 Opus 10.51 & & - v v
RAG + Claude 3 Opus 379 L - # v v
RAG + Claude 2 196 & - v v
RAG + GPT 4 (1106) 131 &L - - v v
RAG + SWE-Llama 138 070 L - - v v
RAG + SWE-Llama 78 070 & - - v v
RAG + ChatGPT 3.5 017 L - - v v

- The % Resolved metric refers to the percentage of SWE-bench instances (2294 total) that were resolved by the model.

- "Verified" indicates that we, the SWE-bench team, received access to the system and were able to reproduce the patch generations.

- "Open' refers to submissions that have open-source code. This does not necessarily mean the underlying model is open-source.

- The leaderboard is updated once a week on Monday.

- If you would like to submit your model to the leaderboard, please check the submission page.

- All submissions are Pass@], do not use hints_text, and are in the unassisted setting.
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https://arxiv.org/abs/2310.06770

Red-Teaming

e Red-teaming: human annotators attempting to elicit harms

o Extremely important and useful
o Very company-specific ; requires care hiring and paying annotator workforce

o Most “realistic” form of measuring efficacy of guardrails

e How can best practices for red teaming be standardized and improved?

e How can portions be automated?
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Contamination-Proof Benchmarks

e What eval processes are most reliant to gaming? What ones can be

shown to require “true” generalization OOD? How can we measure or

ensure this?

e Private test sets can help a bit, but...
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Dynamic Evaluation Datasets

e Adversarial evolving datasets

o Dynabench: Rethinking Benchmarking in NLP

e Targeted model-generated evaluation datasets

o Discovering Lanqguage Model Behaviors with Model-Written Evaluations

o AutoBencher: Creating Salient, Novel, Difficult Datasets for Language Models
o Task Me Anvything
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https://arxiv.org/abs/2104.14337
https://arxiv.org/abs/2212.09251
https://arxiv.org/abs/2407.08351
https://arxiv.org/abs/2406.11775

Predictable Evals + Eval Scaling Laws

estimates for loss.

Compute measures

Scaling laws let us derisk model scaling and extrapolate performance

Can we do the same for downstream tasks of interest?

~
e 2 4
“
Log-linear scaling —_—

T s Complex downstream

~
~
N
~
o Y
Log-linear Vg Standard compute
scaling N.  scaling laws
N ~
~
~
~
(& Open LLM Leaderboard b
Model v

Low-rank PC1
decomposmor: PC2

Metric

Principal capability
measures (PC)

Standardized
benchmark leaderboard

Ruan et al. (2024). Observational Scaling Laws and the Predictability of Language Model Performance

5"“ pege
Fitted % capabilities

a:/é

wiPC1 + w2PC2

4
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Accuracy
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https://arxiv.org/abs/2405.10938
https://arxiv.org/abs/2406.04391

Conclusions
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LM Evaluation is Challenging

e Lack of clear reporting standards and best practices
e Reproducibility is crucial-models are often non-robust to many
counterintuitively important factors

e Many exciting areas for future research

o New application areas
o Evaluations that are more reflective of how models are used
o More complex, dynamic evaluation processes

o Evaluation on more complex capabilities
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